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• Limitation

• Rely on human labor and expertise knowledge to design

• May introduce bias, which leads to sub-optimal solution
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Graph Encoding

• Transformer Input: Sequential Data

• Language Data: Words in Sentence

• Visual Data: Image Patches in Image

• Graph Data: Nodes in Graph
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① Train Supernet

② Split Supernet into Subnets

③ Train Subnets

④ Evaluate performance using 

Subnets

⑤ Find the best architecture
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• Our method shows the best performance on various datasets

• Our encoding-aware supernet training strategy indeed 

improves performance



• We propose AutoGT, the first neural architecture search 

framework for graph Transformer

• We design a unified search space for graph Transformer, and 

propose a novel encoding-aware supernet training strategy 

• Extensive experiments demonstrate its effectiveness and 

wide applicability

Conclusions
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